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I. Introduction

In the framework of spacecraft relative motion, current dynamics models are diverse and often subject to a multitude of constraints and limitations on the intersatellite range of applicability, the eccentricity of the satellite orbits, the type of modeled perturbation forces, and the degree of computational effort required for propagation. Accordingly, it can be difficult to establish a benchmark to determine which dynamics models are applicable for a given mission scenario and to assess the efficacy of newly developed relative motion solutions. The intent of this paper is to provide an extensive survey of the currently available literature on closed-form relative motion dynamics models, highlighting the distinctions between various approaches and their contributions to the overall field of study. Closed-form analytical models are considered because they provide a compact and efficient capability to propagate the relative motion dynamics that do not require numerical integration of the equations of motion, lending themselves to useful applications in both onboard guidance, navigation, and control (GN&C) systems as well as offline mission-planning analysis. Particular attention is paid to the dynamical state representation, the immediate assumptions on the model, the types of perturbations included, and the provided metrics on accuracy and computational complexity. This survey additionally seeks to harmonize the connection between models of different state spaces through an evaluation of their respective interrepresentation mappings. Finally, a comparative assessment of a subset of surveyed dynamics models is conducted to provide quantitative metrics for model performance subject to consistent test conditions that emulate realistic relative motion scenarios. The effects of reference orbit eccentricity, interspacecraft separation, and the inclusion of relevant perturbations are dissected through a simulation-based evaluation of the closed-form dynamics
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models against multiple numerically propagated force models. Such a survey is not currently available in the literature, and its introduction provides a comprehensive resource that focuses on pragmatic model features such as the assumptions on orbit geometry or the inclusion of perturbations as well as ways by which the merits of individual methods can be connected to other models to form a more replete understanding of the relative motion dynamics.

As a matter of terminology, the relative dynamics model seeks to describe the motion of a spacecraft, denoted as the deputy, with respect to a reference spacecraft, denoted as the chief. Note that, without loss of generality, the chief could also define an ideal reference orbit or trajectory instead of the physical orbit of a spacecraft. It is important to note that this survey addresses relative motion with respect to a closed chief orbit about Earth in the context of the two-body problem. As such, dynamics models describing the relative motion about the Lagrange points or near-Earth objects are not discussed.

A preliminary examination of existing literature surveys in relevant scientific fields was conducted to determine the appropriate structural and stylistic portrayal of the diverse content of this topic. In particular, this work takes inspiration from the concise yet cogent surveying done by Scharf et al. [1,2] and Alfriend and Yan [3], both for their relevance to the field of spacecraft formation-flying and for their efforts in logically structuring the survey to capture a multitude of information in a short format. The work by Russell [4] and Quadrelli et al. [5] instead provides clear examples of lengthier and thoroughly detailed literature surveys that could very well act as standalone introductions to the topics being discussed. This paper seeks to strike a balance between these two styles, offering a concise but detailed standalone survey that captures the state of the art in the field of spacecraft relative dynamics. It also serves as an introduction to future work in the improvement of existing models.

At the broadest level, the current work on relative motion dynamics can be categorized by the state representation used to parameterize the relative motion. Accordingly, Sec. II discusses models that use a translational state representation of the relative state vector, such as the relative position and velocity of the deputy relative to the chief expressed in rectilinear or curvilinear coordinates. Section III instead focuses on dynamics models parameterized by orbital element-based states, where the relative state is made up of linear or nonlinear combinations of the chief and deputy orbital elements. Within these broad groups, the relative dynamics models are further characterized by the reference orbit regime of applicability, namely the case of near-circular orbits or orbits of arbitrary eccentricity. Additionally, a distinction is made between nonlinear models and those that employ a linearization assumption of small spacecraft separation with respect to the reference spacecraft orbit radius. Section IV examines the relevant mappings between representations and relationships between the considered dynamics models in these first two state categories. Relevant state representations that do not fit neatly into the aforementioned two categories are then explored in Sec. V. Section VI describes a comparative assessment that is conducted to evaluate the performance of a subset of the surveyed dynamics models subject to several test scenarios and validated against high-fidelity numerical force models. Finally, Sec. VII offers closing remarks on the surveying outcomes and comparative assessment results. A thorough tabular summary of the surveyed dynamics models is given in Appendix A, and a detailed overview of several of the mappings between representations is provided in Appendix B.

II. Dynamics Models Using a Translational State Representation

The most elementary and historically studied parameterization of relative motion uses the relative position \( \mathbf{p} = (x, y, z)^T \) and velocity \( \dot{\mathbf{p}} = \frac{d\mathbf{p}}{dt} = (\dot{x}, \dot{y}, \dot{z})^T \) of the deputy defined in a rotating reference frame \( R \) centered on the chief, resulting in the six-dimensional relative state vector \( \mathbf{\delta x} = (\mathbf{p}, \dot{\mathbf{p}})^T \). This so-called chief rotating RTN frame is composed of orthogonal basis vectors where \( \mathbf{R} \) is directed along the chief position vector, \( \mathbf{N} \) is in the direction of the chief orbital angular momentum vector, and \( T = \mathbf{N} \times \mathbf{R} \) completes the right-handed triad. Note that \( \frac{d(\cdot)}{dt} \) denotes the derivative with respect to time, taken in the rotating reference frame.

An extensive derivation is conducted by Alfriend et al. [6], where the equations of relative motion are obtained by expressing the relative acceleration of the deputy in the chief RTN frame, resulting in the general nonlinear equations of relative motion

\[
\begin{align*}
\ddot{x} - 2\dot{f}_c \dot{y} - \dot{f}_c y - \dot{f}_c^2 z &= -\frac{\mu (r_c + x)}{(r_c + x)^2 + y^2 + z^2} \frac{r_c + x}{r_c^2} + d_k \\
\ddot{y} + 2\dot{f}_c \dot{x} + \dot{f}_c x - \dot{f}_c^2 y &= -\frac{\mu y}{(r_c + x)^2 + y^2 + z^2} \frac{r_c + x}{r_c^2} + d_f \\
\ddot{z} &= -\frac{\mu z}{(r_c + x)^2 + y^2 + z^2} \frac{r_c + x}{r_c^2} + d_N
\end{align*}
\]

with time as the independent variable. Here, \( f_c \) denotes the chief true anomaly, \( r_c \) denotes the chief radius, and \( d = d_d - d_c = (d_d, d_f, d_N)^T \) is the differential perturbing acceleration vector representing forces other than spherical Earth gravity acting on the spacecraft expressed in the chief RTN frame. In this paper, the subscripts \( c \) and \( d \) refer to chief and deputy spacecraft quantities, respectively.

A. Near-Circular Reference Orbit

Under the assumption of a circular reference orbit, the angular velocity of the chief frame, \( f_c \), is the constant chief mean motion, \( n_c \), and Eq. (1) becomes autonomous and simpler. The following models are developed using this fundamental assumption, but they are often implemented in cases where the chief eccentricity is very small but nonzero.

1. Linear Models

In the framework of spacecraft rendezvous, Clohessy and Wiltshire [7] derive a linear form of the equations of relative motion by retaining only first-order terms in the Taylor expansion of the nonlinear differential gravity and neglecting all other perturbations in Eq. (1). These equations of motion, known as the Hill–Clohessy–Wiltshire (HCW) equations, have a simple closed-form state transition matrix (STM) solution characterized by decoupled in-plane cycloidal motion and out-of-plane harmonic motion. The HCW equations have been used extensively since the 1960s for spacecraft close-proximity operations modeling, with flight heritage on the manned Gemini, Apollo, and Shuttle missions (NASA) [8–10], the XSS-10 and -11 on-orbit servicing technology demonstrations (Air Force Research Laboratory) [11], the autonomous ETS-VII (Japanese Aerospace Exploration Agency) [12], and others.

Although the initial formulation considers rectilinear relative position and velocity, more recent investigations discussed by Alfriend et al. [6] and De Bruijn et al. [13] show that an identical form of the HCW equations can be formulated using a curvilinear relative state. This representation intrinsically better captures the orbit curvature, leading to improvements in the computation of the initial conditions and thus in model accuracy. Indeed, results presented in [13] reveal that using the curvilinear HCW equations delivers position propagation errors that are orders of magnitude better than the rectilinear implementation. Furthermore, the relative separation is largely in the along-track direction, with perfect Keplerian relative motion prediction in the case of purely along-track separation.

Instead of describing the relative motion directly through position and velocity components, Lovell and Tragesser [14] and Chavez and Lovell [15] use a change of coordinates to establish a state built from position and velocity components, Lovell and Tragesser [14] and Chavez and Lovell [15] use a change of coordinates to establish a state built from
latter provide a detailed methodology for computing the geometric parameters based on constraints imposed by the unperturbed relative motion, and just as [14], provide a compelling argument for the simplicity and geometric insight provided by the new relative motion description through straightforward impulsive maneuvers to reconfigure the orbital parameters.

In response to the lack of perturbations considered in the HCW solution, Schwieghart and Sedwick [18] and Izzo et al. [19] derive extensions of the model to incorporate first-order effects of the Earth oblateness $J_2$ perturbation. Developments in [18] correct for first-order $J_2$ effects on the reference orbital period and nodal drift and present numerical results indicating position modeling errors at the meter level when compared with a numerical integration of the absolute $J_2$-perturbed equations of motion. Although Izzo et al. [19] do not initially consider the effect of $J_2$ on the chief orbit, the authors do include first-order perturbing accelerations due to atmospheric drag in the extension of the HCW model. The ensuing analysis uses Flocquet theory to predict a slowly manifesting relative motion instability due to the considered perturbations, consistent with the presented simulation results. Izzo [20] later expanded the research to consider the perturbation of the reference frame angular velocity but did not arrive at closed-form solutions.

Early work by Leonard et al. [21] examines the use of the HCW dynamics model in conjunction with differential drag acting as a constant acceleration in the antiflight direction. By imposing a simple coordinate transformation to describe the relative motion with respect to an average position of the unperturbed equations, the perturbed equations result in two uncoupled second-order differential equations, for which the authors demonstrate closed-form control laws for formation-keeping. Humi and Carter [22] and Carter and Humi [23] develop extensions of the HCW analytical solution to incorporate the effect of atmospheric drag on two spacecraft flying in formation. In [22], a linear drag model is considered where the drag force varies proportionally with the velocity. Carter and Humi [23] improve this formulation by considering a quadratic drag model, where force varies with the square of spacecraft velocity. It is important to note that, to simplify the solution, the authors assume an atmospheric density profile that varies inversely with altitude and that both spacecraft have identical ballistic coefficients. The result is a modified version of the HCW STM that includes the effect of atmospheric drag on the relative motion in the radial direction. In more recent work, Bevilacqua and Romano [24] develop a method for using atmospheric drag to conduct rendezvous maneuvers with multiple spacecraft in near-circular orbits by adopting the original approach of Leonard et al. [21]. The analytical control design uses a $J_2$-perturbed dynamic model built from the aforementioned Schwieghart–Sedwick solution that is improved to incorporate the drag-based maneuvers.

With respect to the aforementioned work of Lovell and Tragesser, research by Bevilacqua and Lovell [25] presents a new analytical solution for the evolution of the relative state subject to continuous thrust. The authors establish the practical merit of this new formulation by incorporating orbital rephasing and rendezvous maneuvers designed using input shaping theory. Similarly, Bennett and Schaub [26] develop a set of variational equations for the relative state developed by Lovell and Tragesser using a Lagrange bracket formulation that captures the evolution of the state parameters due to perturbing accelerations expressed in the chief RTN frame. The resulting model is used to design closed-form control policies subject to this perturbation. Finally, it is important to mention the work of Colombo [27], which provides an analytical solution to the HCW model while including constant and once-per-orbit harmonic empirical accelerations in the radial, along-track, and cross-track components. The framework developed in that work can be used to model a multitude of perturbations that manifest as a superposition of constant and harmonic accelerations occurring at the orbital angular rate.

2. Nonlinear Models

For relative motion considerations where the previous linearization assumption breaks down, several authors have directly considered the simplified autonomous nonlinear equations of relative motion under the circular chief orbit assumption. In this context, the assumption of small interspacecraft separation is relaxed to obtain new closed-form solutions to the equations of relative motion. The analysis of Newman et al. [28] provides a detailed comparative assessment of six relevant nonlinear solutions explored by multiple authors, namely the quadratic Volterra (QV) in rectilinear coordinates, the multiple scales (MS) in spherical coordinates, the double transformation (DT) in cylindrical and spherical coordinates, and the approximated double transformation (A-DT) in cylindrical and spherical coordinates.

The quadratic Volterra solution uses an expansion of the Volterra series built from the nonlinear two-body orbital equations of motion to form the solution in terms of linear, bilinear, and quadratic expressions of the rectilinear initial conditions. The derived solution offers improved geometric insight into the nonlinear effects on the relative motion, namely through previously unmodeled bias terms and new higher-frequency oscillatory terms. Additionally, the quadratic Volterra solution reveals new secular terms that change the along-track drift rate and introduce drift in the radial and cross-track directions. For Keplerian motion, the presence of radial and cross-track drift is nonphysical, and accordingly, the quadratic Volterra model is limited to applications with short time scales. A framework for including the $J_2$ perturbation in the quadratic Volterra method is developed by Stringer et al. [29], but the ensuing derivations neglect perturbations for simplification. The multiple-scales solution makes use of the multiple-scales perturbation technique to capture solutions up to second order using spherical coordinates. Although the resulting expressions have some terms consistent with the quadratic Volterra, the multiple-scales solution removes nonphysical radial and cross-track drifts present in the quadratic Volterra solution. Unlike the previous two approaches, the double transformation and approximated double transformation do not produce perturbation solutions from series expansions. Instead, the double transformation solution uses the nonlinear mapping between cylindrical (or spherical) coordinates and rectilinear coordinates to rewrite the cylindrical (or spherical) HCW solution in terms of the nonlinear combination of rectilinear initial conditions. The approximated double transformation methods retain nonlinear terms only up to second order from the associated double transformation results. In this way, the double transformation and approximated double transformation models build a solution from the linear HCW model that is nonlinear in the initial conditions.

Numerical simulation results show that the quadratic Volterra method is much more accurate than the other solutions in the case of small along-track separations, with propagation errors at the submeter level with respect to a two-body motion numerical integration force model. Instead, the double transformation-based and multiple-scales solutions outperform for large along-track separations due to their use of curvilinear coordinates, with demonstrated accuracy at the submeter level. The authors highlight that the double transformation and multiple-scales models are subject to persistent but slowly drifting error due to only retaining the linear HCW along-track drift term, whereas the quadratic Volterra predicts additional drifting motion in the other directions. Additional work by Perez et al. [30] extends the comparison of the double transformation and quadratic Volterra solutions to more simulated test cases, further concluding that the quadratic Volterra is more accurate when there is relative motion in the cross-track direction but that the double transformation solution offers comparable accuracy for most cases with the added benefit of a simpler implementation. It is important to note that, although these nonlinear models extend the intersatellite range of applicability by capturing higher-order separation effects, they neglect the potentially larger effects of chief orbit eccentricity entirely.

B. Arbitrarily Eccentric Reference Orbit

In the case where the reference orbit is not assumed to be circular, the chief angular velocity $\omega_f$ is no longer constant, and Eq. (1) is time-varying. Existing approaches in the literature differ in the
independent variable used to parameterize this variation, with the majority of work seeking either a true-anomaly-explicit solution or a time-explicit solution.

1. Linear Models Using True Anomaly as the Independent Variable

In research conducted by Lawden [31] as well as Tschauner and Hempel [32], the linear forms of the equations of relative motion in arbitrarily eccentric orbit are derived by retaining only first-order terms in the Taylor expansion of the nonlinear differential gravity perturbation from Eq. (1). These so-called Tschauner–Hempe (TH) equations are characterized by derivatives taken with respect to the reference true anomaly and display a decoupling of the in-plane and out-of-plane equations consistent with the previous HCW model. Although the out-of-plane harmonic motion was immediately tractable, Lawden’s original solution for the coupled in-plane motion displays singularities at chief perigee and apogee, thus prompting subsequent improvements by several authors.

Carter [33] addresses the singularity issues present in Lawden’s original solution by making use of a modified fundamental integral solution to the coupled in-plane equations of motion. The resulting STM is proven to be singularity-free, albeit computationally complex, and no performance metrics are given. Instead, the developments outlined by Yamanaka and Ankersen [34] use a different fundamental integral solution written in terms of Kepler’s equation to construct an STM that is structurally simpler and no longer prone to singularities. For these reasons, the Yamanaka–Ankersen STM is generally considered the state-of-the-art solution for linear propagation of the relative position and velocity in eccentric orbit and will be used on the proposed Proba-3 (European Space Agency) solar coronagraph formation [35] flying in highly elliptical orbit. Unlike in [33], the Yamanaka–Ankersen model [34] was verified against a numerical integration of the nonlinear equations of two-body orbital motion as well as the HCW model. Simulation results presented by Yamanaka and Ankersen for reference orbits with a 500 km perigee altitude and eccentricity values of 0.1 and 0.7 show a strong agreement of their model with the numerical integration, whereas the HCW model completely breaks down, as expected.

2. Linear Models Using Time as the Independent Variable

The following surveyed methods do not attempt a solution to the TH equations but rather seek solutions parameterized by time as the independent variable. A common feature among the highlighted models is the use of the analytical solution to the two-body unperturbed problem developed by Battin [36].

The method proposed by Melton [37] captures the linearized equations of motion in a time-varying cylindrical state-space plant matrix. Higher-order eccentricity effects are retained by rewriting the equations of motion in terms of the chief radius and angular velocity evolution of the osculating absolute orbital elements subject to a first-order perturbation. To mitigate the complexity of the perturbed nonlinear equations of motion, Battin [31] makes use of a modified fundamental integral solution by applying the Lagrange osculating condition to the

\[
\frac{\partial}{\partial \rho} = G(\rho, z) \frac{\partial}{\partial \rho} + G(\rho, z) R_t d_d
\]

3. Nonlinear Models

Kechichian [41] derives a set of nonlinear differential equations that describe the dynamics of a satellite with respect to a chief reference frame that is “dragging” due to aerodynamic effects and “precessing” due to the J2 perturbation. To mitigate the complexity of Kechichian’s original formulation, Theron et al. [42] highlight an improved derivation procedure by expanding the relative acceleration in terms of absolute orbital elements and applying the Lagrange osculating condition to the J2-perturbed equations. Although the authors do not introduce drag effects as Kechichian did, they do incorporate the differential perturbation due to thrusting maneuvers. These two particular sets of relative motion equations can be considered a subset of the general nonlinear Eq. (1), valid under exposure to the aforementioned perturbations included in their derivation. Neither publication offers closed-form solutions to the derived nonlinear equations of motion, but Theron et al. [42] do provide numerical integration results, which show relative position and velocity errors within 2.5% of the true model for reference orbits with a perigee altitude of 600 km and eccentricity of 0.5.

III. Dynamics Models Using an Orbital Element State Representation

Several authors have sought to obtain simpler and higher-fidelity solutions to the relative motion problem by describing the relative dynamics using a state based on the orbital elements that specify the chief and deputy orbits. Here, the relative orbital elements (ROE) are defined as a set of six unique linear or nonlinear combinations of the chief and deputy absolute orbital elements. An ROE-based state benefits from the slowly time-varying nature of the absolute orbital elements and enables the use of the Lagrange planetary equations (LPE) and Gauss variational equations (GVE) to include orbital perturbations and control maneuvers in the relative motion problem.

The choice of a relative orbital element state function \( f(\alpha_r, \alpha_r) \), which returns the relative state \( \delta \alpha \) given a set of chief and deputy orbital elements \( \alpha_c \) and \( \alpha_d \). Additionally, the well-documented GVE provides analytical expressions for the time evolution of the osculating absolute orbital elements subject to a general perturbing acceleration. In equation form,

\[
\frac{\delta \alpha}{d_t} = f(\alpha_c, \alpha_d)
\]

\[
\frac{d \alpha}{d_t} = G(\alpha_c) d_c + \frac{d \alpha}{d_t} = G(\alpha_d) R_t^d d_d
\]

\[
\frac{R_{d_0}}{d_t} = \frac{\partial f(\alpha_c, \alpha_d)}{\partial \alpha_c} G(\alpha_c) d_c + \frac{\partial f(\alpha_c, \alpha_d)}{\partial \alpha_d} G(\alpha_d) R_t^d d_d
\]

The following sections examine several relative motion models that use this general orbital element-based form of the state vector.

A. States Based on Mean Orbital Element Differences

One common state choice is to define the ROE as the arithmetic difference between deputy and chief orbital elements, such that \( \delta \alpha = \Delta \alpha = \alpha_d - \alpha_c \). This relative state parameterization is used
extensively by Schaub [43] and is usually denoted as the orbital element differences (OEDs) or differential orbital elements. In this paper, the term OED will be used exclusively to refer to the arithmetic difference of orbital elements. It is emphasized that $\Delta (\cdot)$ defines the arithmetic difference operator and is not to be confused with the notation of $\delta (\cdot)$, specifying a relative quantity to distinguish it from an absolute quantity. In the case of defining the ROE as OED, the $\delta (\cdot)$ and $\Delta (\cdot)$ signify the same quantities. For this parameterization of the relative state, the equations of relative motion in Eq. (3) simplify to

$$\frac{8}{dt} \delta \omega_e = G \left( a_e \right) R \delta d - G \left( a_e \right) d_\epsilon \tag{4}$$

The absolute states may be specified in terms of six classical Keplerian, quasi-nonsingular, or fully nonsingular equinoctial orbital elements. The quasi-nonsingular orbital elements avoid singularities for circular orbits where the line of apses is undefined, and the equinoctial orbital elements remove both circular and equatorial orbit singularities where neither the line of apses nor the line of nodes is defined. A discussion of these orbital element variants can be found in [6].

To accommodate perturbations and formulate models for use in relative orbit design and control, many dynamical models use a relative state based on mean orbital elements instead of their osculating counterparts. The equations of relative motion in Eq. (3) or Eq. (4) give the exact evolution of the osculating ROE, and in general, their variation in time can be divided into short-period, long-period, and secular components. Through averaging theory or other approximations to the dynamics, the mean relative orbital elements can be defined, whose evolution includes the secular drift of their osculating counterparts but neglects the periodic oscillations. The difference between chief and deputy short-period oscillatory motion induced by perturbations generally decreases as the intersatellite separation decreases. Thus, although the secular variations due to $J_2$ are significant, the short-period effects can be reasonably neglected if the separation is within the range of validity for a linearization assumption. Additionally, control schemes based on mean orbital elements correct for the averaged effect of the perturbations from Keplerian motion without wasting fuel by compensating for short- and long-period variations.

1. Linear Models

Early work by Schaub and Alfriend [44] uses a relative state defined by Delaunay element differences derived from a $J_2$-perturbed Hamiltonian to explore relative orbits invariant to Earth oblateness perturbations. These passively stable $J_2$-invariant orbits are characterized by zero drift in the OED to first order. Similarly, the approaches of Schaub et al. [45,46] apply the specifications for $J_2$-invariance in development of continuous and impulsive control laws using the mean Delaunay OED to define the relative state vector.

The analytical model developed by Gin and Alfriend [47] captures both the effects of eccentricity and $J_2$ by leveraging Brouwer’s solution [48] to the problem of satellite motion subject to higher-order geopotential perturbations. Although Brouwer’s original method captured only first-order secular and periodic perturbations about a Keplerian reference orbit due to $J_2$, the Alfriend-Gin (GA) method retains only first-order secular $J_2$ terms. The core of the solution is an STM that was initially formulated to propagate a relative state of mean quasi-nonsingular OED, but subsequent improvements [49] have expressed the STM in terms of mean fully nonsingular OED. Note that the propagation of the mean quasi-nonsingular and fully nonsingular OED are not subject to singularities at the critical inclinations. These singularities will be discussed later in the context of osculating OED propagation. The Gin–Alfriend dynamics model was used in orbit design for the NASA MMS formation [50], studying magnetospheric phenomena in highly elliptical Earth orbit, and is used in the maneuver targeting algorithm forming the basis of the guidance system for NASA’s cubesat proximity operations demonstration (CPOD) mission [51].

In more recent research efforts, Koenig et al. [52] generalize the derivation procedure for STM solutions that accommodate relevant perturbations such as $J_2$ and differential drag. First, making use of the GVE to express the time derivative of the ROE including perturbations, the ensuing first-order Taylor series expansion results in a linear dynamical plant matrix that is periodic and time-varying. Using Floquet theory, Koenig, Guffanti, and D’Amico (KGD) are able to transform the plant matrix into a compact STM (denoted here as the KGD STM) that is valid for arbitrarily eccentric reference orbits. Furthermore, this approach is developed for the singular, quasi-nonsingular, and fully nonsingular ROE states and can be generalized to incorporate any perturbations into ROE-based relative motion solutions.

2. Nonlinear Models

As a higher-accuracy extension of the earlier work in linear $J_2$-invariant relative orbits, a second-order nonlinear theory for relative motion dynamics based on mean Delaunay OED is developed by Alfriend [53] and Alfriend and Yan [54]. This so-called Yan–Alfriend nonlinear method is derived by expanding the mean OED time derivatives to second-order using a Taylor series about the chief orbit. This differs from the previous approach, which only considered linear OED terms of the Taylor expansion. The result is a nonlinear dynamics model for propagating the mean OED in arbitrarily eccentric orbits while including second-order $J_2$ effects. This method additionally offers second-order corrections to the conditions for $J_2$-invariant relative orbits derived in [44].

The aforementioned comparative work in [5] analyzes the relative performance of the Gim–Alfriend STM and the Yan–Alfriend nonlinear method as well as several translational state and lower-fidelity propagation models. The authors propose a modeling error index that captures the maximum error between the modeled and true reference state throughout propagation. This modeling error index becomes directly proportional to the percentage error for a one-dimensional state. Against a reference numerical integration including $J_2$, the modeling error index is examined under fixed separation for a range of eccentricity values and then for fixed eccentricity though a range of spacecraft separations. Ultimately, the authors conclude that the Yan–Alfriend method exhibits the highest propagation accuracy with a consistent error index of order $10^{-4}$ for separations up to 160 km. Instead, the Gim–Alfriend STM successfully accounts for chief eccentricity effects for a fixed separation but falls victim to linearization errors in the cases where that separation is large. The Gim–Alfriend modeling error index begins marginally larger than the Yan–Alfriend method at the smallest considered separation of 0.16 km but grows to two orders of magnitude larger at 160 km separation.

B. States Based on Relative Eccentricity and Inclination Vectors

The following discussion features dynamics models that use the quasi-nonsingular ROE, which contain the relative eccentricity and relative inclinations vectors. Although the initial implementation of the eccentricity and inclination vectors by Eckstein et al. [55] and Soop [56] was focused on the safe collocation of satellites in geostationary orbit (GEO), more recent research efforts have extended these applications to proximity operations in low Earth orbit (LEO) formations.

Arbinger et al. [57] use the eccentricity and inclination vector description for the precise absolute orbit control of the TerraSAR-X satellite about an osculating reference trajectory for synthetic aperture radar (SAR) interferometry applications. This technique is later extended to consider spacecraft relative motion in LEO, where the relative eccentricity and inclination vector formulation is used as the basis for the design and implementation of the safe longitude swap maneuver for the GRACE formation, which was required to balance environmental wear on the two spacecraft [58]. In that work, the relative eccentricity and inclination vectors are used to establish metrics of collision avoidance and passive safety based on the minimum formation separation in the plane perpendicular to the chief flight direction. This E/I-vector separation principle was later
fundamental to the orbit and control design of the TanDEM-X formation [59], which implemented the first on-orbit bistatic SAR to deliver the most accurate digital elevation modeling of Earth to date. D’Amico [60] builds upon the previous work in [58,59] by developing a linear model for the relative dynamics that uses a state composed of the relative semimajor axis, the relative mean longitude, and the relative eccentricity and inclination vectors. The resulting STM captures the time-evolution of these quasi-nonsingular ROE subjects to first-order $J_2$ perturbations in near-circular, almost-bound orbits. This formulation leads to practical closed-form solutions of the GVE, which are useful in developing straightforward control laws for formation-keeping that properly account for secular $J_2$ effects. The approach has been implemented on in-flight demonstrations of the TanDEM-X Autonomous Formation Flying system [61] and on the Spaceborne Autonomous Formation Flying Experiment during the PRISMA mission [62].

More recent work by Gaias et al. [63] using the same ROE state has improved upon the original $J_2$-perturbed STM developed in [60] by introducing the near-circular approximation later in the derivation and by including time-varying differential drag to formulate a new, more complete relative motion model. Although the original STM relies on rectilinear approximations and a linearized version of the relative inclination vector as a function of the difference in inclination, the resulting $J_2$-perturbed STM from [63] (denoted here as the GAM STM) captures additional terms that describe the secular variation of the relative mean longitude and relative inclination vector as functions of the relative semimajor axis. The full model also describes mean variations of the relative eccentricity vector due to atmospheric density oscillations produced by day and night transitions. In numerical validation, results indicate that the new STM greatly outperforms the previous formulation in the case where there is a difference in semimajor axis between the two spacecraft. For the provided test case using a semimajor axis difference of 200 m, the previous STM from [60] poorly captures secular drifting of the relative mean longitude and $y$ component of the relative inclination vector, with errors growing to tens of meters after 15 orbits, whereas the new model maintains submeter-level accuracy relative to the actual measured flight trajectory. Additionally, the authors confirm that, with their complete relative motion STM, which corrects these original $J_2$ formulation shortcomings and includes the effects of atmospheric drag, they are able to account for some of the numerical discrepancies seen in real flight data from phases of the PRISMA mission.

The GN&C strategies previously developed in [60] using the relative eccentricity and inclination vectors are extended to on-orbit servicing applications by Spurmann and D’Amico [64] within the framework of the proposed DEOS mission (DLR, German Aerospace Center). In that work, the E/J-vector separation principle and the $J_2$-perturbed dynamics model developed in [60] are used to derive stable and flexible rendezvous profiles, given the expected accuracy of GPS navigation and radar tracking capabilities, as well as fuel-efficient formation-keeping control laws. As a major improvement to [64], the development of the AVANTI experiment [65] onboard the BIROS satellite of the Firebird mission (DLR) makes use of the recent STM [63] and maneuver-planning architecture [66,67] provided by Gaias et al. to compute impulsive maneuvers for optimal ROE reconfiguration. In the same context, the guidance laws designed to maintain formation safety during the AVANTI experiment are based on determining the minimum radial/cross-track separation for any configuration of ROE parameters (i.e., nonzero relative semimajor axis as well as arbitrary phasing of the relative eccentricity and inclination vectors) [68].

The work of Spiridonova [69] further builds on the developments of [60,63] to model the dynamics of GEO formations for applications in on-orbit servicing. The author develops an extended relative dynamics model for near-circular orbits to include solar radiation pressure and third-body perturbations due to the sun and moon because they have a large effect on the relative motion at GEO altitudes. The complete propagation of the ROE state is given by first propagating the $J_2$-perturbed relative motion using the STM from [63] and then adding the derived effects of solar radiation pressure and third-body gravity to the relative state over the propagation time interval. In numerical simulation, the propagated ROEs are compared to a truth model resulting from numerical integration of the nonlinear equations of motion subject to high-order gravity, solar radiation pressure, and third-body effects. It is shown that the extended GEO model fully captures the secular drift in the ROE due to third-body perturbations and tracks the short- and long-period effects due to solar radiation pressure more closely than the original model from [63] considering only $J_2$ perturbations.

Of the previous research studies, only Gaias et al. [63] and Koenig et al. [52] include differential drag in the dynamics model. Although drag effects are of particular concern in low Earth orbit, it has generally been a challenge to accurately model this perturbation for arbitrary formations because of the dependence on uncertain atmospheric density models, spacecraft geometry, and orientation. Instead, the methods proposed by Gaias et al. and Koenig et al. demonstrate that an empirical formulation is able to capture the mean effects of differential drag perturbations by augmenting the dynamical state with additional parameters describing the time derivative of the relative semimajor axis and relative eccentricity vector, which can be estimated in orbit (with constraints imposed by the observability of the scenario). Although in certain scenarios where differential drag is minimal, it may be beneficial to forgo incorporating a mismodeled effect, in situations where differential drag is a major perturbation, it is far better to include available models that are able to capture the mean effects accurately over daylong periods of time.

IV. Mapping Between Representations and Equivalence

It is important to reiterate that the aforementioned dynamics models provide a solution to a set of the governing differential equations of relative motion. Each model is subject to assumptions that define its applicability, such as orbit eccentricity, spacecraft separation, or inclusion of perturbations. Up to this point, the considered models have either parameterized the relative motion using rectilinear or curvilinear relative position and velocity (i.e., what has been denoted as translation state space) or using combinations of orbital elements. To understand the correspondence between solutions in the different state spaces, it is instructive to now consider the mappings between representations that are available in the literature.

The relative motion can be exactly determined by taking the difference between the deputy and chief absolute osculating orbital element-based solutions and expressing vectors in the appropriate reference frame. This results in a geometric mapping between the orbital elements of the chief and deputy and the translational relative state in RTN frame coordinates. This nonlinear mapping can be formulated as

$$\rho = (x, y, z)^T = R_z(\alpha_e) R_y(\alpha_e) - (r_e, 0, 0)^T \tag{5}$$

where $r_e(\alpha_e)$ is the inertial position of the deputy written as a function of its absolute orbital elements, $R_z(\alpha_e)$ is the rotation matrix going from the inertial Earth-centered frame to the rotating chief-centered RTN frame, and the relative position $\rho$ is expressed in the chief RTN frame as usual. The relative velocity $\dot{\rho} = \frac{d\rho}{dt}$ comes directly from differentiating Eq. (5) with respect to time in the rotating chief RTN frame. The nonlinear transformation of absolute osculating orbital elements to absolute position and velocity, designated here as $r(\alpha)$ and $v(\alpha)$, respectively, is well-established; see for example Schaub and Junkins [70]. Given the chief absolute orbital elements and a set of ROEs, $\Delta \rho$, the orbital elements of the deputy can be determined and used in Eq. (5) to transform the relative state in terms of orbital elements into the corresponding translational state equivalent. Note that Schaub and Junkins [70] also provide the appropriate functional inverses of $r(\alpha)$ and $v(\alpha)$. Accordingly, the inverse of Eq. (5) exists for mapping translational state variables to chief and deputy orbital elements.

Under appropriate assumptions, the nonlinear geometric transformation in Eq. (5) and its time derivative counterpart can be linearized and used to express the relationship between a ROE state and the relative position and velocity as the linear mapping

$$\Delta \dot{\rho} = (\rho, \dot{\rho})^T \approx T(\alpha_e) \Delta \hat{\omega} \tag{6}$$
Sinclair et al. [71] provide a succinct discussion of the relationship shared between relative dynamics solutions expressed in different state representations. In particular, the authors highlight the fact that nonlinear relative motion solutions in translational state space and ROE space share an equivalence through their respective nonlinear mapping [Eq. (5)], and similarly, linear solutions share an equivalence through their respective linear transformations [Eq. (6)]. Although the surveyed dynamics models have largely been partitioned by state space, interrepresentation mappings provide the connection that allows us to take advantage of the solutions in each state representation without being constrained to one configuration space. To illustrate the merit of this concept, consider as an example the fact that the general translational state nonlinear equations of relative motion in Eq. (1) do not have a well-posed solution even in the unperturbed case. Instead, for unperturbed motion, the ROEs are generally slowly time-varying or constant, and the complete solution to Eq. (3) is rather simple. Thus, the relative state can be propagated in the ROE framework and mapped via Eq. (5) or Eq. (6) to an equivalent propagation of the translational state. Different forms of the nonlinear and linear mappings are discussed in detail in the following expositions.

A. Nonlinear Mappings

Gurfil and Kholshevnikov [72] develop the closed-form nonlinear scalar expressions resulting from Eq. (5). The authors introduce a relative RAAN, relative argument of periapsis, and relative inclination, which are related to the absolute orbital elements through spherical geometry. This introduction results in a simplified form of the equations for relative position in terms of orbital elements and these three new parameters. These equations are exact when using a state of osculating chief and deputy orbital elements, and they require solution of Kepler’s equation to obtain an expression for the relative position as a function of time. The authors also note that the geometric structure of the problem resulting from the orbital elements parameterization yields the added benefit of a straightforward method to evaluate minimum, maximum, and mean separations between chief and deputy in a given relative orbit.

To obtain a time-series approximation to the relative position, Gurfil and Kasdin [73] use a series representation of Kepler’s equation in terms of Bessel function expansions. The exact transformation expressing the relative position coordinates as nonlinear functions of the chief and deputy orbital elements [Eq. (5), now with time as the independent variable] are expanded in terms of the OED to arbitrarily high order in a Taylor series about the chief reference state. This yields both linear (first-order) and nonlinear (higher-order) approximate relative motion solutions in time with the coefficients of the expansion given as functions of the classical osculating chief and deputy orbital elements. The authors show that the second-order time-series solution closely follows the exact unperturbed Keplerian solution, accounting for the higher-order effects of large intersatellite separation. As a verification, the first-order approximation returns the HCW solution parameterized in terms of the classical orbital elements. This method is the same as the absolute difference solution assessed in [28]. In that comparative work, the authors presented numerical results, which indicate that the absolute difference method is most accurate in modeling relative motion for small along-track angular separations when compared to the quadratic Volterra, double transformation, and approximate double transformation solutions discussed previously.

Another nonlinear mapping equivalent to Eq. (5) is given by Vadali’s [74] unit sphere approach, which parameterizes the relative motion in terms of the rotation matrices $R'(\omega_e)$ and $R''(\omega_d)$ by considering the relative position projected onto a unit sphere centered on the inertial reference frame origin. Accordingly, the relative position is expressed as a nonlinear function of orbital elements. This formulation is exact for propagation using osculating orbital elements of the chief and deputy, but an average expression for $J_2$-perturbed motion explicit in time is also derived using the GVE to express the mean rates of change of the classical orbital element angles. A series expansion in eccentricity for the mean radius to be used in scaling the relative motion is also derived to yield a fully time-explicit solution. The dimensional relative position in the RTN frame is then determined by scaling the unit sphere position and velocities for the actual relative position of the spacecraft in time.

It is important to note that the only approximations made in deriving the aforementioned nonlinear mappings is the series truncation for adequately small OED in the case of [72]. No restrictions are placed on the eccentricity of the chief and deputy orbits in either model. Recall that the use of Eq. (3) allows for the exact motion to be more easily determined under any modeled perturbing force via propagation of the orbital element dynamics or a proper application of averaging theory than by seeking a solution to the generally intractable Eq. (1). By then exploiting the previously discussed nonlinear maps, the solution in orbital element state space can be rigorously transformed to a solution in translational state space.

B. Linear Mappings

Linear approximations to the nonlinear expression in Eq. (5) have been widely explored to simplify the ensuing analytical transformations. These first-order simplifications assume small ROE and result in solutions for the relative position and velocity that are linear in the state variables. Using a relative state made up of the quasi-nonsingular OED, Schaub and Alfriend [25] develop a linear mapping to the relative position and velocity state. For an osculating relative state, this offers a closed-form linear approximation to the relative position and velocity as a function of the chief true anomaly, valid for eccentric chief orbits and accurate for when the intersatellite range is small. The same mapping is derived by Alfriend et al. [76] when exploring the loss of modeling accuracy due to linearization, Earth oblateness perturbations, and other effects.

The transformation from a relative state vector comprised of Keplerian OED to the relative position is formulated by Schaub [43], allowing for more geometric insight in orbit design and maneuver planning. Anderson and Schaub [77] later extend this mapping to a fully nonsingular form using the equinoctial OED, following a similar approach as the previous derivations. The more recently derived linear mappings exhibit a similar structure to the early work done by de Vries [39] and Garrison et al. [78], in which different expressions of the linear transformations are derived using alternative OED relative states.

In the framework of the Gim–Alfriend method, the proposed STM captures secular variations of the quasi-nonsingular or fully nonsingular OED due to $J_2$. Subsequently, a first-order approximation of the Brouwer transformation [48] can be used to map the output to osculating element space by superimposing the short- and long-period element variations. This allows for propagation of the relative osculating state in time instead of using mean elements. It is important to note that the mean-to-osculating transformation derived from Brouwer theory contains a singularity at the critical inclinations, $i \approx 63.4, 116.6$ deg, and thus the STM is not valid near these configurations. The authors find that the singularity becomes a significant issue for model accuracy within $\pm 0.2$ deg of the critical inclinations. Finally, applying the aforementioned linear map from [75] provides a complete propagation of the relative position and velocity state subject to first-order $J_2$ and arbitrary reference orbit eccentricity.

Early work by D’Amico [79] establishes a mapping between the ROE state containing the relative eccentricity and inclination vectors and the relative position and velocity. In that study, the GVEs are used to express the change in absolute orbital elements as a function of an instantaneous velocity increment. By interpreting the change in absolute orbital elements instead as a set of relative orbital elements and the instantaneous velocity increment instead as a change of initial relative velocity, the GVEs provide a map between the ROE and the relative velocity state. The author then demonstrates a first-order equivalence between the ROE and the integration constants of the HCW solution by comparing the aforementioned GVE-based map with the well-known propagation equations of the HCW model.
In addition to the aforementioned dynamics-based approach, D’Amico and Montenbruck [59] offer an alternative derivation of the same mapping by invoking the assumption of small orbital element differences when applying well-known spherical trigonometry laws to the orbital geometry defined by the orbital elements. A comparison of this geometry-based and the previously mentioned dynamics-based mappings indicates their equivalence. Additionally, it is confirmed by D’Amico [60] that when invoking the near-circular and small ROE assumptions, the transformation developed by Schaub in [43] reduces to a form consistent with the mappings formulated in [59,79] when using the relative eccentricity and inclination vector-based ROE state, with the chief mean argument of latitude replacing the true anomaly as the independent variable of the transformation.

In the development of these mappings, D’Amico clarifies that the HCW solution parameterized in terms of the ROE state demonstrates improved accuracy over the translational state formulation because the relative eccentricity vector retains second-order terms in eccentricity normally dropped in the linearization of the translational state equations of motion. This ROE formulation also removes the erroneous along-track drift present in the traditional rectilinear HCW solution due to poor capturing of the energy matching condition. Accordingly, the equivalent transformations developed in [59,60,79] can be more rigorously interpreted as a map between the ROE state and the curvilinear translational state.

A summary of the surveyed mappings between representations is provided in Appendix B. A brief discussion of the state representations involved as well as the key transformation equations and literature references are provided.

V. Dynamics Models Using Other State Representations

A. State Based on Euler Parameters

Motivated by the singularity introduced in the direction cosine matrix (DCM) mapping from the orbit-fixed perifocal frame to the Earth-centered inertial frame, Gurfil [80] rewrites the solution of the nonlinear two-body problem in terms of Euler parameters. This inherently nonsingular quaternion description is then used to develop a form of the LPE in terms of the Euler parameters that is no longer singular for equatorial and/or circular orbits. The author demonstrates the utility of the new formulation by deriving an averaged set of absolute motion equations subject to $J_2$. An extension of this methodology to applications in relative motion is developed by Alfriend et al. [6], whereby Gurfil’s nonsingular method is used to formulate a relative quaternion describing the orientation of the deputy’s RTN frame with respect to the chief’s RTN frame. Accordingly, the DCM in Vadali’s unit sphere approach, which rotates from the deputy RTN frame to the chief RTN frame, is expressed in terms of the nonsingular relative Euler parameters.

B. State Based on Epicyclic Parameters

Kasdin and Kolemen [81] make use of the Hamiltonian built from the circular, unperturbed relative motion Lagrangian to solve the Hamilton–Jacobi equations for a set of canonical parameters denoted as epicyclic elements. Using the variation of parameters to express the time variation of these epicyclic elements in accordance with Hamilton’s equation, the authors obtain a solution to the $J_2$-perturbed, circular equations of relative motion. Additionally, the authors consider the case of deputy motion relative to a slightly elliptical reference orbit as perturbations to the circular solution, thus prompting a similar approach to combine the $J_1$ and small eccentricity effects in a closed-form solution. Simulation testing of the $J_2$-perturbed model with a sun-synchronous circular reference orbit at 1700 km altitude and relative separations as large as 20 km indicate relative position error at approximately 50 m after five orbits. The authors note that the inclusion of slight eccentricity effects in the model was not found to be very effective in higher-eccentricity simulation cases because higher-order corrections are needed to mitigate the sensitivity of $J_2$-induced relative orbit drift to eccentricity.

C. State Based on Spheroidal Orbital Elements

As an alternative of using Brouwer theory to incorporate the mean effects of nonspherical Earth gravity perturbations, Biria and Russell [82] apply the theory of Vinti, which uses spheroidal coordinates to formulate a gravitational theory that naturally accounts for Earth’s oblateness. Modifications to the original Vinti solutions are adopted for application to the relative motion problem and to remove singularities, resulting in a closed-form solution for relative motion expressed as a STM that fully incorporates $J_1$ and $J_2$ effects as well as partial $J_4$ effects. The authors provide compelling evidence to support the claim that applying Vinti’s theory results in higher modeling accuracy when compared with Brouwer-based theory because the coordinates naturally model a spheroidal planet. Brouwer theory instead relies on perturbation methods to address Earth oblateness effects not included in the spherical reference model. Moreover, the Vinti-based model eliminates the motion prediction singularities at the critical inclination, which cause problems for Brouwer-based propagation methods like those discussed in [47].

A tabulated summary of the surveyed dynamics models is provided in Appendix A. Models are summarized according to state representation, orbit regime, and perturbations included. The relevant references cited in the body of this paper are provided with each table entry.

VI. Comparative Assessment

To provide a meaningful comparison of several surveyed dynamics models, the following architecture is structured to provide a consistent, repeatable, and rigorous assessment via high-fidelity simulation. A designated C++ software library is developed for implementing the dynamics models in conjunction with a high-fidelity numerical orbit propagator serving as the simulated truth. The models are tested using consistent initial conditions on the reference orbit and relative motion for a variety of test scenarios designed to highlight the relative strengths and weaknesses of the chosen dynamics models. Finally, a detailed error analysis is carried out that provides a one-to-one comparison of the modeling performance against the numerically propagated truth simulation.

A. Subset of Relative Motion Dynamics Models

Although the survey provides a broad sampling of the existing relative dynamics models available in the literature, a comprehensive assessment that includes the entire set of dynamics models is neither pragmatic nor necessary. Instead, a subset of the surveyed models is chosen to represent a comprehensive state of the art in closed-form solutions across several state representations, with different limitations on chief eccentricity, linearization assumptions, and perturbations included. The models considered in the comparison are the curvilinear HCW [13] model, the quadratic Volterra model [28], the Schweighart–Sedwick model [18], the Yamanaka–Ankersen STM [34], the Boucke STM [38], the Gim–Alfriend STM [47,49], the GAM STM [63], the KGD STM [52], the Yan–Alfriend nonlinear theory [53,54], and the Biria–Russell Vinti method [82]. Figure 1 graphically represents a broad classification of each selected model by its state representation and the assumptions used in deriving the closed-form solution.

Regarding the Schweighart–Sedwick method, the original formulation restricts the initial conditions to remove any constant offset or secular drift terms in the solution, and the authors acknowledge that the model formulation does a poor job at predicting in-track drift. The model is also derived assuming that the chief spacecraft is initialized at the equator. Furthermore, the original initialization procedure specifies a reference orbit and relative state initial condition, and from this they derive the motion of the chief and deputy in time. The structure of this comparative assessment instead proceeds from specified chief and deputy initial conditions and propagates the motion using the analytical solution. To accommodate this, the equations of motion were first resolved to allow for arbitrary relative initial conditions without restricting the offset and secular drift terms to be zero. Then, the model is initialized assuming that, at
At the initial time, the chief is lying on the circular reference orbit about which the equations are linearized. It is worth noting that, in both the original formulation and our correction, if the given chief initial velocity causes it to drift from this reference orbit, the linear equations of motion quickly become invalid, and performance suffers.

It is also important to mention a distinction made in the comparative assessment with respect to the Gim–Alfriend STM implementation. The core STM of the Gim–Alfriend method uses either mean singular OED or mean nonsingular equinoctial OED as the relative state parameterization, whereas the full Gim–Alfriend STM superimposes linearized transformations between curvilinear coordinates and the core OED to propagate the curvilinear relative motion from the core STM. To isolate the effects of these linearized coordinate transformations, the comparative assessment includes two separate implementations of the Gim–Alfriend STM. In the first, the full STM is used to linearly propagate a curvilinear relative initial condition to the curvilinear relative state at a final time subject to $J_2$. The second implementation employs only the core mean OED relative state propagation; the full nonlinear Brouwer mean-oscillating and orbital element to translational state transformations are used in initializing and to transform from mean OED relative state to the desired state space for error analysis. A more detailed description of the state transformations required for model initialization and output mapping is given in the next section.

Finally, although both the KGD and GAM STMs include the effects of time-varying differential drag and secular $J_2$ perturbations, the comparative assessment only implements the solutions pertaining to $J_2$-perturbed relative motion. This is largely due to the fact that effective drag modeling in these two models requires estimating several parameters (e.g., the time derivative of the relative semimajor axis and the time derivatives of the relative eccentricity vector components). Thus, uncertainty in these estimates results in substantial modeling error. Simply assuming perfect knowledge of these parameters for the sake of this comparative assessment is unrealistic and inconsistent. The comparative work of Alfriend and Yan [3] also notes the difficulties in quantifying atmospheric drag modeling performance and does not include any studies of differential drag effects on relative motion.

**B. Software Implementation**

This section details the model and simulation implementations and the structure of the comparative assessment testing environment. Each model is written as a C++ S-function, precompiled for integration within MATLAB/Simulink. The reason for this is to support fair timing comparisons between models as well as between the reference numerical integration. Furthermore, implementing the comparative assessment in Simulink provides a framework that is flexible and agile enough to incorporate different test scenarios quickly.

The two selections to be made in specifying initial conditions for a simulation are the chief absolute state and the relative state defining the motion of the deputy with respect to the chief. In turn, this corresponds to a unique chief and deputy initial state for each test case. The initial conditions for the absolute chief orbit are given in terms of mean Keplerian orbital elements. As in previous sections, this chief state vector is denoted by $\mathbf{a}_c$. To specify the initial conditions of the deputy with respect to the chief, a relative state of the mean quasi-nonsingular ROE that includes the relative eccentricity and inclination vectors $\delta e$ and $\delta i$ is used. This relative state is defined as the following combination of absolute mean orbital elements.
where $a$, $e$, $i$, $\Omega$, and $\omega$ are the classic mean Keplerian orbital elements, and $u = M + \omega$ is the mean argument of latitude written in terms of the mean anomaly $M$.

The reference truth for each test is computed by a numerical integration of the absolute equations of motion of the chief and deputy in Earth-centered-inertial (ECI) coordinates, subject to a specified force model. The truth ECI states are converted exactly to a truth relative state described in the rectilinear coordinates of the chief RTN frame. To initialize the truth numerical integration, $\mathbf{a}_d$ is computed from $\mathbf{a}_c$ and $\mathbf{a}_e$, and the two absolute sets of mean elements are converted to their osculating counterparts, $\mathbf{a}_s$ and $\mathbf{a}_e$. Note that, from now on, (-) explicitly denotes an osculating element set. The mean-to-osculating transformation is nonlinear in the orbital elements but introduces errors of $O(J_2)$ due to linearity (with respect to $J_2$) the generating functions used to superimpose short- and long-period oscillations on the mean element set. Finally, the osculating elements are used to compute the initial ECI position and velocity of the chief and deputy through the nonlinear functions $r(\mathbf{a})$ and $v(\mathbf{a})$ introduced in the context of Eq. (5). The initialization of the numerical integration is graphically depicted in the top row of Fig. 2.

Because the assessment models operate with different state parameters (i.e., relative rectilinear and curvilinear translational elements, mean OED, mean relative eccentricity/inclination-based quasi-nonsingular ROE, or absolute ECI chief and deputy states), care must be taken to ensure correct transformations from the initial chief and initial quasi-nonsingular ROE state to proper initial conditions in the model-specific state. To initialize each analytical relative motion model, the osculating reference initial conditions are converted nonlinearly to the corresponding state space of each model. To be consistent across all models, the chief state is propagated for each approximate model according to the assumptions of that model. That is, if the analytic solution is developed assuming a two-body gravitational field, the chief orbital elements, with exception of the mean anomaly, remain constant. Alternatively, the mean chief elements are updated according to the mean angle rates due to $J_2$ for a model that includes the secular effects of $J_2$ on the relative motion. Though important to be consistent, the error introduced by an imperfect representation of the chief state is negligible compared to the error due to the approximations made to obtain closed-form solutions to the relative dynamics.

C. Evaluating Model Performance

With the subset of dynamics models chosen and the simulation validation architecture established, the methodology for evaluating model performance is now introduced. First, the discussion begins with the choice of initial conditions on the chief absolute orbit and on the relative orbit, followed by a brief description of the three force
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Fig. 2 State transformations for initializing reference (top) and analytic model propagations.
models used to validate and compare the analytical models. The test procedures are designed to evaluate the model performance as a free parameter of interest (e.g., the chief eccentricity or the interspacecraft separation) is varied about the nominal configurations. Finally, model performance metrics and error analysis methods are outlined.

1. Initial Conditions and Test Scenarios

As described previously, the initial conditions for the absolute chief orbit are given in terms of the mean Keplerian orbital elements at the start of the simulation. Two nominal chief orbits are considered as a starting point about which to vary parameters. The first is a near-circular sun-synchronous LEO with eccentricity of 0.001 and a 750 km altitude, common to many Earth imaging missions and notably the PRISMA formation flying mission [83]. To capture an eccentric reference orbit, the second chief orbit is a modification of the first nominal configuration to an eccentricity of 0.5 and a 750 km perigee altitude.

To specify the relative motion, the mean quasi-nonsingular ROE state [see Eq. (7)] is now quantified. First, the relative motion test cases are constrained to be bounded and centered, thus fixing the first two elements of the relative state vector $\delta a$ and $\delta \lambda$ to zero. With zero relative semimajor axis (i.e., $\delta a = 0$), Keplerian orbit effects that cause a drift in the relative separation due to differences in the spacecraft mean motions are not present. Although a mean along-track separation created by nonzero $\delta \lambda$ could also be used to vary the average spacecraft separation, to restrict the amount of free parameters, it is fixed to zero so that separation is only a function of the relative eccentricity and inclination vectors.

To again reduce the number of free parameters being considered, a choice is made to constrain the magnitudes and orientations of the relative eccentricity and inclination vectors to be equal. In this case, the relative motion for near-circular orbits transcribes the familiar $2 \times 1$ ellipse in the radial/along-track plane and circular motion in the radial/cross-track plane. Accordingly, a single parameter (the norm of $\delta e$ or $\delta i$) defines the average spacecraft separation. The minimum and maximum separations are straightforward to compute as $ac_k$ and $ap_ac_k/\delta e_k$, respectively, for a near-circular chief. It is reasonably assumed that these geometric implications hold approximately in the eccentric orbit test cases.

The final free parameter to constrain is the orientations of the relative eccentricity and inclination vectors, which have already been chosen to be equal. Because the $J_2$ perturbation causes a secular shift of the orbital planes ($\delta i$ drifting) due to a difference in inclination (i.e., $\delta i$, nonzero), the $y$ components of the relative eccentricity vector and inclination vectors are set to zero. Accordingly, the relative separation is defined only by the $x$-component magnitudes (which have already been constrained to be equal). This choice results in a worst-case performance for any model that does not include the effects of $J_2$ because the aforementioned drift will go completely unmodeled.

Three test scenarios are specified in which a given free parameter is varied while holding all others constant at the nominal configuration. Table 1 specifies the absolute and relative orbit initial conditions for each of the three scenarios. Note that scenario 1 is designed to test the relative motion model performance as a function of chief orbit eccentricity, which is varied from $10^{-4}$ to 0.7 (denoted in the table as
Table 1 Absolute and relative initial conditions for the three test scenarios

<table>
<thead>
<tr>
<th>Number</th>
<th>Chief orbit, ( a_c(t_0) )</th>
<th>Relative orbit, ( \delta a(t_0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( h_p, ) km</td>
<td>( e_c )</td>
</tr>
<tr>
<td>1</td>
<td>750 [10^{-4},0.7]</td>
<td>98.2</td>
</tr>
<tr>
<td>2</td>
<td>750</td>
<td>0.001</td>
</tr>
<tr>
<td>3</td>
<td>750</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2 Chief and deputy spacecraft properties for high-fidelity simulation

<table>
<thead>
<tr>
<th>Property</th>
<th>Chief</th>
<th>Deputy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass, kg</td>
<td>154.4</td>
<td>42.5</td>
</tr>
<tr>
<td>Drag area, m²</td>
<td>1.3</td>
<td>0.38</td>
</tr>
<tr>
<td>SRP area, m²</td>
<td>2.5</td>
<td>0.55</td>
</tr>
<tr>
<td>Drag coefficient, ( C_D )</td>
<td>2.5</td>
<td>2.25</td>
</tr>
<tr>
<td>SRP coefficient, ( C_r )</td>
<td>1.32</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 3 Reference numerical propagation force models

<table>
<thead>
<tr>
<th>Model number</th>
<th>Force model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spherical Earth gravity (unperturbed Keplerian motion)</td>
</tr>
<tr>
<td>2</td>
<td>5 × 0 gravity field</td>
</tr>
<tr>
<td>3</td>
<td>120 × 120 gravity field, atmospheric drag, SRP, third-body sun and moon, relativistic and tidal effects</td>
</tr>
</tbody>
</table>

2. Performance Metrics and Error Analysis

An error metric for linear dynamics models is developed by Junkins et al. [84], and in [3], it is used as inspiration for a modeling error index that is applicable to both linear and nonlinear relative motion dynamics models. The modeling error index is defined as a measure of the maximum error of an analytically propagated relative trajectory over a fixed timespan, normalized by the size of the relative motion. For a scalar state, it is proportional to the percentage error. However, for useful insight into the model performance, it is often relevant to consider an absolute error metric (i.e., in meters of error) and to capture errors in both the position and velocity components. Therefore, for this comparative assessment, a modified modeling error metric is proposed. The metric is defined as the maximum 2-norm of the relative state error over a fixed simulation time:

\[
\nu = \max \| W (\delta x(t_i) - \delta x_{\text{ref}}(t_i)) \|_2 \quad \text{for} \ t_i \in [t_0, t_f] \tag{8}
\]

where \( \delta x(t_i) \) is the relative state computed by rigorously transforming the output from the propagated model-specific coordinates to the rectilinear relative state in the chief RTN frame (see Fig. 2, and \( \delta x_{\text{ref}} \) is the truth relative state in the same coordinates. The weighting matrix \( W = \text{diag}(1, 1, 1, n_1^{-1}, n_1^{-1}, n_1^{-1}) \) provides a useful depiction of maximum state error with dimensions of length by nondimensionalizing time in the relative velocity using the chief mean motion \( n_c \).

D. Numerical Results

The three scenarios of Table 1 are evaluated against the three force models of Table 3, resulting in nine total performance tests for each of the selected relative dynamics models. The error metric [see Eq. (8)] and propagation runtime are obtained over a 24 h simulation period for each test case. The numerical results are summarized in this section. Note that, as implemented, the Biria–Russell model contains a singularity if \( J_2 = 0 \). Accordingly, it is not included in the comparisons against a Keplerian force model.

1. Scenario 1

First, the simulation results for scenario 1 are presented. Recall that this scenario is defined by fixed relative motion geometry with small separation (~300 m) and a chief orbit with eccentricity varied over the range \( 10^{-4} \) to 0.7. Figures 4–6 depict the modeling error metric trends over the varied chief eccentricity parameter for the three reference force models, respectively.

When compared against a Keplerian reference (Fig. 4), it is immediately clear that the orbital element-based models perform better across the entire chief eccentricity spectrum than models that propagate translational states. This is largely because, for unperturbed orbits, the orbital elements (with the exception of the mean true anomaly) remain constant. The effect of linearization is thus confined to errors in the time evolution of these anomaly elements. Recall that, although the Gim–Alfriend core STM is formulated in terms of the true anomaly, the KGD and GAM STMs are developed using the mean anomaly. For unperturbed orbits of equal energy (i.e., \( \delta u = 0 \), the mean anomaly difference \( \Delta M \) is constant irrespective of eccentricity, whereas the difference in true anomaly \( \Delta f \) generally grows. Accordingly, the Gim–Alfriend core STM performs approximately three orders of magnitude worse than the GAM and KGD STMs due to the linearization of the \( \Delta f \) evolution. Finally, the Yan–Alfriend nonlinear method does not yield significant improvements over the GAM and KGD STMs because the interspacecraft separation is small for scenario 1.
As expected, the HCW, quadratic Volterra, and Schweighart–Sedwick models perform the worst across the board because they do not account for chief orbit eccentricity. The nonlinear effects captured in the quadratic Volterra method do not provide improved performance over the curvilinear HCW and Schweighart–Sedwick models because interspacecraft separation is generally small. Both the Broucke and Yamanaka–Ankersen STMs yield similar accuracy as the core Gim–Alfriend STM up to a chief eccentricity of 0.01. From there, the propagation accuracy of the Yamanaka–Ankersen and Broucke models steadily worsens over the remainder of chief eccentricity values. The most likely cause of this performance degradation is due to the fact that, as chief orbit eccentricity increases, the relative separation fluctuates more drastically while the chief is near perigee. Accordingly, the linearization assumption of small interspacecraft separation with respect to the chief absolute radius (which is smallest at perigee) breaks down, and neglected higher-order terms become significant error sources. Finally, as compared with the modeling performance of its core counterpart, the full Gim–Alfriend STM results in three orders of magnitude of additional error brought about by using linearized coordinate transformations between curvilinear elements and OED. It is important to reiterate that the core Gim–Alfriend STM implementation is followed by nonlinear transformations from mean to osculating orbital elements and from osculating orbital elements to the rectilinear relative position and velocity components for error analysis; instead, the full Gim–Alfriend STM includes first-order coordinate transformations from mean to osculating orbital elements and from osculating orbital elements to curvilinear coordinates.

Looking now to the scenario 1 model evaluation against the higher-order gravity force model (Fig. 5), several key features are noteworthy. First, the Yan–Alfriend, Gim–Alfriend core, and KGD models all perform very similar over the entire range of chief eccentricity values. This indicates that, even though the Yan–Alfriend method effectively includes $O(J_2)$ terms (which are on the same order as $J_3$ terms), these effects offer minimal performance improvement over including only secular $J_2$ terms. The GAM STM
results in errors on the same order magnitude as the Yan–Alfriend, Gim–Alfriend core, and KGD models for chief eccentricity as large as 0.01. Past that value, the solution suffers large error increases due to unmodeled chief eccentricity effects. Similar to the Keplerian force model results in Fig. 4, the full Gim–Alfriend STM results in modeling error that is approximately one order of magnitude larger than the core STM propagation for all chief eccentricities. As expected, the Biria–Russell model performs with comparable accuracy to the full Gim–Alfriend solution, with a slight improvement as orbit eccentricity increases.

The Broucke and Yamanaka–Ankersen methods perform very similarly to one another but suffer errors that are of magnitude larger than the other solutions discussed thus far due to assuming unperturbed orbits. Instead, at small chief eccentricities, the Schweighart–Sedwick model outperforms the Broucke and Yamanaka–Ankersen methods because it incorporates first-order effects of \( J_2 \). However, by comparing the performance trends of the Yamanaka–Ankersen, Broucke, and Schweighart–Sedwick models at larger eccentricities, it is clear that the effect of unmodeled chief eccentricity as low as \( e_c = 0.01 \) is more detrimental than the effect of unmodeled \( J_2 \) perturbations. Finally, as expected the HCW and quadratic Volterra models perform the poorest over the entire swath of chief eccentricity values because they assume a circular, unperturbed reference orbit.

The comparative results for scenario 1 subject to evaluation against a full-force truth model are shown in Fig. 6. First, it is immediately clear that the Yan–Alfriend, KGD, Gim–Alfriend (full and core), and Biria–Russell models all perform very similarly over the chief eccentricity spectrum. This is largely because any performance differences between these solutions (see for example the differences shown in Fig. 5) are small compared to the overall error introduced from each neglecting the multitude of additional perturbations included in the full-force truth model. Furthermore, as chief eccentricity increases, these five solutions show a distinct decrease in error because more time is spent in higher altitudes where the effects of unmodeled high-order gravity and drag are largely negligible. Instead, solar radiation pressure and third-body perturbations become more relevant but result in differential accelerations that are orders of magnitude smaller than those in near-circular orbits. The modeling accuracy trends of the GAM model are comparable to the previously mentioned solutions up until neglected chief eccentricity effects become relevant around \( e_c = 0.05 \).

Similar to the results of Fig. 5, the Schweighart–Sedwick model outperforms the Broucke and Yamanaka–Ankersen solutions at small eccentricities but comparatively worsens at larger eccentricities. Again, it stands to reason that, for orbit eccentricity larger than 0.05, it is more beneficial to use a model that does not assume a circular reference orbit over a model that includes first-order \( J_2 \) effects but does assume a circular reference orbit. Finally, as expected, the HCW and quadratic Volterra methods perform the worst because they do not account for chief orbit eccentricity nor any perturbations. Furthermore, at such small separations (hundreds of meters), the quadratic Volterra solution does not provide any distinguishable benefits over the curvilinear HCW implementation.

### 2. Scenario 2

Scenario 2 consists of a chief spacecraft in a near-circular sun-synchronous LEO with perigee altitude of 750 km and a nominally bounded and centered relative motion trajectory (see Table 1). For this set of assessments, the interspacecraft separation is varied from approximately 2 m to 250 km. Figures 7–9 depict the modeling error metric trends over the varied separation for each of the three force models.

As before, the discussion begins first with the results from evaluating models against a Keplerian force model (Fig. 7). The benefits of formulating solutions using the mean anomaly is immediately evident from the very small modeling error demonstrated by the KGD and GAM STMs. Recall that, for \( \delta a = 0 \), the difference in mean anomaly \( \Delta M \) is constant, whereas the difference in true anomaly \( \Delta f \) varies with time. Accordingly, linear relative motion models formulated in terms of the true anomaly must approximate the time-evolution of \( \Delta f \) by truncating higher-order terms in separation. The persistently increasing propagation error shown by the core Gim–Alfriend STM is a direct result of this linearization. A similar linearization effect is present in the respective state spaces of the Broucke, Yamanaka–Ankersen, Schweighart–Sedwick, and HCW models, as indicated by propagation errors that increase as interspacecraft separation increases. Instead, notice that the Yan–Alfriend nonlinear method (which retains second-order terms in the ROE) propagates at comparable accuracy to KGD and GAM, and the quadratic Volterra solution (which includes second-order terms in the translational state variables) outperforms the HCW model by a factor of 10 at large separation.

The inclusion of gravitational perturbations in the truth model results in several noteworthy features shown in Fig. 8. First, although the Yan–Alfriend, KGD, GAM, and Gim–Alfriend models all result in comparable propagation accuracy for smaller interspacecraft separations, the Yan–Alfriend outperforms the others at large...
separations by retaining second-order terms. Similarly, the GAM and KGD STMs outperform the Gim–Alfriend core STM as separations become larger due to the aforementioned benefits of formulating the models in terms of the mean anomaly instead of the true anomaly. The Biria–Russell and full Gim–Alfriend models result in similar capabilities, with the Gim–Alfriend STM showing comparatively more accuracy at smaller separations and the Biria–Russell model outperforming at larger separations. Note that the full Gim–Alfriend STM error approaches similar magnitude as the curvilinear HCW implementation for very large separations. This is largely due to the linearized coordinate transformation from orbital element space to curvilinear space.

Because scenario 2 defines a near-circular chief orbit, the Schweighart–Sedwick model is able to provide an improvement in propagation accuracy over the Broucke, Yamanaka–Ankersen, HCW, and quadratic Volterra solutions for all simulated interspacecraft separations by including $J_2$ perturbation effects. Finally, the second-order terms retained in the quadratic Volterra method result in modeling accuracy that is approximately 10 times better than the curvilinear HCW solution.

The same general trends described in the context of Fig. 8 are present in the results in Fig. 9 obtained by evaluating the models against a full-force truth propagator. There are, however, a few noteworthy distinctions to be made. First, there is a distinguishable region of separations ($\delta r_{\text{max}}/a_c \leq 0.005$) where the modeling errors of the Yan–Alfriend, KGD, GAM, and Gim–Alfriend core solutions remain relatively constant. This strongly indicates that these four models have a larger range of applicability before the errors due to solution truncation dominate. Instead, the propagation accuracy of the remaining models degrade rather sharply as separation increases due to the combined effect of linearization error and unmodeled perturbations.
3. Scenario 3

Finally, the results for scenario 3 are presented in Figs. 10–12. This scenario defines a highly inclined, eccentric chief orbit with $e_e = 0.5$ and a perigee altitude of 750 km (see Table 1). The relative separation is varied just as in scenario 2. In general, the results for scenario 3 follow comparable trends to those of scenario 2. Accordingly, the following discussions highlight distinct performance features that are different between the scenario sets.

Looking first at the performance against a Keplerian force model as shown in Fig. 10, there are a few noteworthy performance trends to mention. First, as compared with their performance in Fig. 7, the Broucke and Yamanaka–Ankersen solutions propagate with several orders of magnitude more error. The root cause for the additional error can be attributed to the same linearization effects discussed in the context of Fig. 4, where it was hypothesized that the truncation of higher-order solution terms is more detrimental in eccentric orbit where the separation is varying largely during certain phases of the orbit. Finally, the benefits of retaining nonlinear terms in the quadratic Volterra method are largely surpassed by the errors due to assuming a circular reference orbit. Accordingly, the performance of the quadratic Volterra solution is much more comparable to that of the HCW and Schweighart–Sedwick models at large separations in scenario 3 than it was in scenario 2.

The model performances versus a perturbed force model (Figs. 11 and 12, respectively) share several similar trends. Just as in scenario 2, the Yan–Alfriend, KGD, and Gim–Alfriend core solutions all perform with relatively constant accuracy in the region $\delta r_{\text{max}} / a_e \leq 0.001$. Now, however, the GAM STM generally performs worse due to assuming a circular chief orbit, whereas the Vinti model tends to propagate more accurately at larger eccentricities. This is consistent with the results of Fig. 5. Finally, the advantage of
using the Broucke or Yamanaka–Ankersen solutions over the Schweighart–Sedwick, quadratic Volterra, and curvilinear HCW models is particularly evident at smaller separations. However, as the interspacecraft separation is increased, the Broucke and Yamanaka–Ankersen propagation accuracy degrades more rapidly than the curvilinear HCW and quadratic Volterra methods. This is largely due to the fact that the former two models are implemented using rectilinear coordinates, whereas the curvilinear coordinates of the HCW model and the second-order rectilinear terms of the quadratic Volterra solution enable improved propagation accuracy at larger separations.

4. Runtime Comparison

The average wall-clock runtime for each model to propagate the relative motion for 24 h at 10 s outputs is computed and tabulated in Table 4. The runtimes for the analytic propagations are compared to the numerical integration, which also implements a 10 s step size. A distinction is made between the numerical integration of the equations of motion subject only to Earth’s gravity field and the high-fidelity full-force model numerical integration including several other perturbing force models, which runs considerably slower. The runtime information for the Biria–Russell Vinti model was not available because the implementation was only made available as a MATLAB code, and thus it would be unfair to compare to the precompiled C++ implementations of the other closed-form models. All testing was performed on a system equipped with an Intel Core i7 four-core 4.00 GHz processor.

Clearly, the use of closed-form solutions drastically decreases the computational effort required for relative state propagation compared to numerical integration methods. Moreover, the models with simpler analytic forms, like the HCW solution, offer the fastest runtime with the tradeoff of generally lower propagation accuracies. Because the
nonlinear transformations from mean orbital element space to relative Cartesian state were not considered as part of a models propagation time, the orbital element-based models offer low computational efforts for propagating the mean relative state. Finally, it can be concluded that the propagation time increases drastically for models requiring the treatment of several methods for interrepresentation of relative motion \[(N)LERM]\; (quasi)-nonsingular \[(Q)NS]\; mean reference orbit eccentricity can result in significant propagation error, improved performance in environments with large differential cases, the use of orbital element-based models enables a more effective assessment of a simulation-based comparative assessment quantify several key features of the considered dynamics models. First, in all cases, the use of orbital element-based models enables a more effective linearization of the relative motion for larger ranges of validity and improved performance in environments with large differential disturbance accelerations because the inclusion of relevant secular perturbation effects is simpler. Second, it is clear that neglecting reference orbit eccentricity can result in significant propagation error, even if relevant perturbations such as \(J_2\) are modeled. Finally, even though a majority of the evaluated models consider at least the dominant \(J_2\) perturbation effect to some degree, there is a strong motivation for further inclusion of other relevant perturbations into closed-form dynamics models.

Appendix A: Summary of Surveyed Models

Note the following acronyms for Table A1: (non-)linear equations of relative motion \((N)LERM\); (quasi)-nonsingular \((Q)NS\); mean OED (MOED); Earth oblateness \((J_2)\); atmospheric drag (AD); thrust maneuver (TM); solar radiation pressure (SRP); and third-body sun and moon (3B).

Appendix B: Mappings Between Representations

The following section serves as a reference for several of the surveyed nonlinear and linear state mappings.

### B1. Maps Between Rectilinear and Spherical States

This section highlights the nonlinear mapping between the rectilinear relative position and velocity, \((\rho, \dot{\varphi})^T\), and the spherical curvilinear relative position and velocity, \((\delta r, \theta, \phi, \delta \theta, \delta \phi)^T\). Here, \(\dot{\varphi} \triangleq \frac{\varphi}{\varphi} \frac{\partial \varphi}{\partial \varphi} \varphi\) refers to relative velocity with derivative taken in the rotating chief RTN frame, \(\delta \varphi\) denotes the difference in degree and chief radius, \(\theta\) is the angle between the projection of the deputy position vector on the chief orbital plane and the chief position vector, and \(\phi\) is the angle between the deputy position vector and the chief orbital plane. The map from spherical to rectilinear state is given by

\[
\begin{align*}
  x &= (r_c + \delta r) \cos \theta \cos \phi - r_c \\
  y &= (r_c + \delta r) \sin \theta \cos \phi \\
  z &= (r_c + \delta r) \sin \phi \\
  \dot{x} &= \delta \dot{r} \sin \theta \cos \phi + (r_c + \delta r) \dot{\theta} \cos \phi \sin \phi - \dot{\phi} \sin \theta \cos \phi - \delta \varphi \cos \phi \\
  \dot{y} &= \delta \dot{r} \sin \theta \phi + (r_c + \delta r) \dot{\theta} \cos \phi \sin \phi + \dot{\phi} \sin \theta \phi - \delta \varphi \sin \phi \\
  \dot{z} &= \delta \dot{r} \phi + (r_c + \delta r) \dot{\phi} \cos \phi \\
  \delta r &= \sqrt{(r_c + x)^2 + y^2 + z^2} - r_c \\
  \theta &= \arctan \left( \frac{y}{r_c + x} \right) \\
  \phi &= \arccos \left( \frac{z}{\sqrt{(r_c + x)^2 + y^2 + z^2}} \right) \\
  \dot{\theta} &= \frac{(r_c + x) \dot{x} + y \dot{y} + z \dot{z}}{(r_c + x)^2 + y^2 + z^2} \\
  \dot{\phi} &= \frac{(r_c + \delta r) \dot{z} - z \delta \dot{r}}{(r_c + \delta r)^2 - z^2} \\
\end{align*}
\]

The inverse map from rectilinear to spherical state is given by

\[
\begin{align*}
  \delta r &= \sqrt{(r_c + x)^2 + y^2 + z^2} - r_c \\
  \theta &= \arctan \left( \frac{y}{r_c + x} \right) \\
  \phi &= \arccos \left( \frac{z}{\sqrt{(r_c + x)^2 + y^2 + z^2}} \right) \\
  \delta \dot{r} &= \frac{(r_c + x) \dot{x} + y \dot{y} + z \dot{z}}{(r_c + x)^2 + y^2 + z^2} \\
  \dot{\theta} &= \frac{(r_c + x) \dot{x} + y \dot{y} + z \dot{z}}{(r_c + x)^2 + y^2 + z^2} \\
  \delta \dot{\varphi} &= \frac{(r_c + \delta r) \dot{z} - z \delta \dot{r}}{(r_c + \delta r)^2 - z^2} \\
\end{align*}
\]

Vallado [85] provides an excellent resource for additional curvilinear states and their associated mappings.


In [14,15], the authors define a relative state built from the integration constants of the HCW solution, \(\alpha = (a_x, x_d, y_d, \beta, z_{max}, \psi)^T\). The definition of these HCW invariant parameters in terms of the translational states \((\rho, \dot{\varphi})^T\) is given by

\[
\begin{align*}
  a_x &= 2 \left( \frac{1}{n} \right)^2 + \left( 3x + 2 \frac{\dot{y}}{n} \right)^2 \\
  x_d &= 4x + 2 \frac{\dot{y}}{n} \\
  y_d &= y - 2 \frac{\dot{y}}{n} \\
  \beta &= \tan^{-1} \left( 4, 3nx + 2 \frac{\dot{y}}{n} \right) \\
  z_{max} &= \sqrt{\frac{\dot{z}^2}{n} + z^2} \\
  \psi &= \tan^{-1} \left( nz, \dot{z} \right)
\end{align*}
\]

where \(n\) is the mean motion of the chief. The two-argument arc tangent is used to ensure the correct quadrant of \(\beta\) and \(\psi\) when taking the inverse. Also, note that \(\dot{\varphi} \triangleq \frac{\varphi}{\varphi} \frac{\partial \varphi}{\partial \varphi} \varphi\) defines the relative velocity with derivative taken in the rotating chief RTN frame.

The inverse map from the newly defined parameters to the relative translational state is
Table A1  Categorized summary of surveyed relative dynamics models

<table>
<thead>
<tr>
<th>References</th>
<th>State</th>
<th>Modeling assumptions</th>
<th>Perturbations</th>
<th>Model description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Equations of motion</td>
<td>General</td>
</tr>
<tr>
<td>[14,15]</td>
<td>HCW invariants</td>
<td>Near-circular</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[18,19]</td>
<td>Relative position and velocity</td>
<td>Near-circular</td>
<td>Linear J2, AD</td>
<td>Extension of HCW model to include first-order J2 effects. First-order AD effects additionally considered in [19].</td>
</tr>
<tr>
<td>[22,23]</td>
<td>Relative position and velocity</td>
<td>Near-circular</td>
<td>Linear AD</td>
<td>Adds linear drag [22] and then quadratic drag [23] to HCW. Assumes inverse density model and equal drag coefficients.</td>
</tr>
<tr>
<td>[26]</td>
<td>HCW invariants</td>
<td>Near-circular</td>
<td>Linear AD</td>
<td>Extends model in [14,15] to include AD perturbation by developing variational equations for the state parameters.</td>
</tr>
<tr>
<td>[28]</td>
<td>Relative position and velocity</td>
<td>Near-circular</td>
<td>Nonlinear</td>
<td>None</td>
</tr>
<tr>
<td>[29]</td>
<td>Relative position and velocity</td>
<td>Near-circular</td>
<td>Nonlinear (open) J2</td>
<td>Develops a framework for including J2 in QV nonlinear model, but does not derive closed-form solution.</td>
</tr>
<tr>
<td>[31,32]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Equations of motion</td>
<td>None</td>
</tr>
<tr>
<td>[33]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[34]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[37]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[38]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[40]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Linear</td>
<td>None</td>
</tr>
<tr>
<td>[41,42]</td>
<td>Relative position and velocity</td>
<td>Any e</td>
<td>Equations of motion J2, AD, TM</td>
<td>Derives NLERM subject to multiple differential perturbations. No closed-form solutions obtained.</td>
</tr>
<tr>
<td>[44–46]</td>
<td>MOED</td>
<td>Any e</td>
<td>Linear J2</td>
<td>State using Delaunay OED to characterize relative orbits with zero OED drift to first-order ($J_2$-invariant).</td>
</tr>
<tr>
<td>[47,49]</td>
<td>QNS MOED and NS MOED</td>
<td>Any e</td>
<td>Linear J2</td>
<td>Derives STM in QNS MOED [47] and NS MOED [49] using Brouwer theory to capture $O(J_2^2)$ secular effects.</td>
</tr>
<tr>
<td>[52]</td>
<td>Singular, QNS, and NS ROE</td>
<td>Any e</td>
<td>Linear J2, AD</td>
<td>Develops a general procedure using GVE and Floquet theory to include multiple perturbations in compact STM.</td>
</tr>
<tr>
<td>[53,54]</td>
<td>MOED</td>
<td>Any e</td>
<td>Nonlinear</td>
<td>$J_2$</td>
</tr>
<tr>
<td>[58–60]</td>
<td>Relative E/1-vector ROE</td>
<td>Near-circular</td>
<td>Linear J2</td>
<td>Establishes E/I-vector separation for formation design and passive safety and develops $J_2$-perturbed STM.</td>
</tr>
<tr>
<td>[63]</td>
<td>Relative E/1-vector ROE</td>
<td>Near-circular</td>
<td>Linear J2, AD</td>
<td>Improves $J_2$ STM of [60] by including secular effects due to relative semimajor axis. Time-varying drag is included.</td>
</tr>
<tr>
<td>[69]</td>
<td>Relative E/1-vector ROE</td>
<td>Near-circular (GEO)</td>
<td>Linear J2, AD, SRP, 3B</td>
<td>Propagates the ROE subject to $J_2$ and AD using STM from [63] and adds effects of SRP and 3B.</td>
</tr>
<tr>
<td>[80]</td>
<td>Euler parameters</td>
<td>Any e</td>
<td>Variational equations</td>
<td>General</td>
</tr>
<tr>
<td>[81]</td>
<td>Epicyclic parameters</td>
<td>Near-circular</td>
<td>Linear J2</td>
<td>Derives canonical parameters from unperturbed Hamiltonian. Uses variation of parameters to capture $J_2$.</td>
</tr>
<tr>
<td>[82]</td>
<td>Spheroidal orbital elements</td>
<td>Any e</td>
<td>Linear J2, J3, partial $J_1$</td>
<td>Uses Vinti-based (instead of Brouwer-based) approach to derive STM capturing higher-order geopotential effects.</td>
</tr>
</tbody>
</table>
B3. Exact Nonlinear Map from Keplerian Orbital Elements to Relative Position

The exact nonlinear mapping between chief and deputy Keplerian orbital elements, ω = (a, e, i, Ω, ω, f)T, and the relative position in RTN coordinates ρ is derived in Gurfil and Kholshevnikov [72] as

\[
x = -\frac{a_e}{2} \cos \beta + x_d \\
y = a_e \sin \beta + y_d \\
z = z_{\max} \sin \psi \\
\dot{x} = \frac{a_e}{2} n \sin \beta \\
\dot{y} = a_e n \cos \beta - \frac{3}{2} n x_d \\
\dot{z} = z_{\max} n \cos \psi
\]  

(B4)

To simplify the equations of motion, the authors introduce a relative RAAN Ω*, relative argument of periapsis α*, and relative inclination i*. They are defined by expressing the product of the rotation matrices from the deputy perifocal frame to the chief perifocal frame by angles composed from the 3-1-3 rotation sequence from deputy perifocal frame to chief perifocal frame by angles −α*, −i*, and −Ω*, respectively. Mathematically, the angles are found by solving

\[
\begin{align*}
x &= \frac{1}{2} \left[ (k_1 - k_2) \sin(f_c - E_c) + (k_1 + k_2) \cos(f_c - E_c) \right] \\
y &= \frac{1}{2} \left[ -(k_1 + k_2) \sin(f_c - E_c) + (k_1 - k_2) \cos(f_c - E_c) \right] \\
z &= k_5 (\cos E_c - e_d) + k_6 \sin E_c
\end{align*}
\]

(B5)

Figure 6.1 of [6] depicts the newly defined angles in Earth-centered inertial frame. The parameters k_i are defined by

\[
\begin{align*}
k_1 &= a_d (\cos \Omega^* \cos \alpha^* - \sin \Omega^* \sin \alpha^* \cos i^*) \\
k_2 &= b_d (\cos \Omega^* \sin \omega^* - \sin \Omega^* \cos \alpha^* \cos i^*) \\
k_3 &= a_d (\sin \Omega^* \cos \alpha^* + \cos \Omega^* \sin \alpha^* \cos i^*) \\
k_4 &= b_d (\sin \Omega^* \sin \omega^* + \cos \Omega^* \cos \omega^* \cos i^*) \\
k_5 &= a_d \sin \alpha^* \sin i^* \\
k_6 &= b_d \cos \omega^* \sin i^*
\end{align*}
\]

(B7)

Last, the conic section relationships

\[
x = \frac{a(1-e^2)}{1+e \cos f} \\
y = a_d \sqrt{1-e_d^2}
\]

are used in the equations for the nonlinear mapping.

B4. Nonlinear Unit Sphere Mapping from Orbital Elements to Relative Position and Velocity

Vadal’s nonlinear unit sphere approach [74] expresses the normalized relative position components as functions of the chief and deputy RAAN, inclination, argument of latitude, and their differences, Δ(\cdot) = (\cdot)_d - (\cdot). The argument of latitude is expressed as θ = ω + f. The formula for the normalized relative position components are

\[
\begin{align*}
\bar{x} &= -1 + \cos^2 \frac{i_c}{2} \cos \frac{i_d}{2} \cos(\Delta \theta + \Delta \Omega) \\
&+ \sin^2 \frac{i_c}{2} \sin \frac{i_d}{2} \cos(\Delta \theta - \Delta \Omega) \\
&+ \sin^2 \frac{i_c}{2} \cos^2 \frac{i_d}{2} (2 \theta_c + \Delta \theta + \Delta \Omega) \\
&- \cos^2 \frac{i_c}{2} \sin^2 \frac{i_d}{2} (2 \theta_c + \Delta \theta - \Delta \Omega) \\
&+ \frac{1}{2} \sin i_c \sin i_d \cos(\Delta \theta - \cos(\Delta \theta + \Delta \Omega))
\end{align*}
\]

\[
\begin{align*}
\bar{y} &= \cos \frac{i_c}{2} \cos \frac{i_d}{2} \sin(\Delta \theta + \Delta \Omega) + \sin \frac{i_c}{2} \sin \frac{i_d}{2} \sin(\Delta \theta - \Delta \Omega) \\
&- \sin \frac{i_c}{2} \cos \frac{i_d}{2} \sin(2 \theta_c + \Delta \theta + \Delta \Omega) \\
&+ \cos \frac{i_c}{2} \sin \frac{i_d}{2} \sin(2 \theta_c + \Delta \theta - \Delta \Omega) \\
&+ \frac{1}{2} \sin i_c \sin i_d \sin(\Delta \theta + \sin(2 \theta_c + \Delta \theta))
\end{align*}
\]

\[
\begin{align*}
\bar{z} &= -\sin i_c \sin \Delta \Omega \cos \theta_d \\
&- \sin i_c \cos \Delta \Omega \cos i_d \sin \theta_d \sin \theta_d
\end{align*}
\]

(B9)

The actual relative position is obtained by scaling the normalized coordinates:

\[
\begin{align*}
x &= r_d (1 + \bar{x}) - r_c \\
y &= r_d \bar{y} \\
z &= r_d \bar{z}
\end{align*}
\]

(B10)

The conic equation gives the radius of either spacecraft in terms of its osculating Keplerian orbital elements

\[
r = \frac{a(1-e^2)}{1+e \cos f}
\]

(B11)

Furthermore, the normalized relative position coordinates can be differentiated in the rotating reference frame and the exact relative velocity is obtained by the scaling

\[
\begin{align*}
\dot{x} &= r_d \dot{x}_d + r_d (1 + \bar{x}) - \dot{r}_c \\
\dot{y} &= r_d \dot{y}_d + \dot{r}_d \bar{y} \\
\dot{z} &= r_d \dot{z}_d + \dot{r}_d \bar{z}
\end{align*}
\]

(B12)

as noted in [6].

B5. Linear Map from Quasi-Nonsingular Orbital Element Difference to Relative Position and Velocity

The complete linear mapping between the relative state defined by the quasi-nonsingular OED, \( \Delta \omega = (\Delta a, \Delta \Omega, \Delta i, \Delta \Omega, \Delta i) \), and the relative position and velocity state, \( \Delta \mathbf{x} = (\rho, \dot{\rho}) \), is derived in [75]. The mapping to relative position is formulated as
\[ x = r_c \Delta a + V_r \Delta \theta - \frac{r_c}{p_c} (2a_c q_{1,c} + r_c \cos \theta_c) \Delta q_1 \]
\[ y = r_c (\Delta \theta + \Delta \Omega \cos i_c) \]
\[ z = r_c (\Delta i \sin \theta_c - \Delta \Omega \cos \theta_c \sin i_c) \]

The mapping to relative velocity is formulated as
\[ \dot{x} = -\frac{V_r}{2a_c} \Delta a + \left( \frac{1}{r_c} - \frac{1}{p_c} \right) h_c \Delta \theta + \frac{1}{p_c} (V_r a_c q_{1,c} + h_c \sin \theta_c) \Delta q_1 \]
\[ \dot{y} = -\frac{2V_r}{2a_c} \Delta a - V_r \Delta \theta + \frac{1}{p_c} \left( 3V_r a_c q_{1,c} + 2h_c \cos \theta_c \right) \Delta q_1 \]
\[ \dot{z} = (V_r \cos \theta_c + V_t \sin \theta_c) \Delta i \]
\[ + (V_r \sin \theta_c - V_t \cos \theta_c) \Delta \Omega \sin i_c \]

The well-known geometric and kinematical relationships
\[ r = \frac{a (1 - q_1^2 - q_2^2)}{1 + q_1 \cos \theta + q_2 \sin \theta} \]
\[ p = a (1 - q_1^2 - q_2^2) \]
\[ h = \sqrt{\mu p} \]
\[ V_r = \dot{r} = \frac{h}{p} (q_1 \sin \theta - q_2 \cos \theta) \]
\[ V_t = \dot{\theta} = \frac{h}{p} (1 + q_1 \cos \theta + q_2 \sin \theta) \]

are used, with the true argument of latitude denoted as \( \theta \). This mapping is used in development of the Gim–Alfriend STM in [47] to map the osculating quasi-nonsingular OED propagation to the relative translational state. Note that \( \dot{\theta} \) is \( \Delta \theta / \Delta t \) and \( \dot{p} \) is \( \Delta p / \Delta t \) refers to the relative velocity with derivative taken in the rotating chief RTN frame.

### B6. Linear Map from Keplerian Orbital Element Difference to Relative Position

In [43], the linear mapping between the classical Keplerian OED relative state, \( \dot{\Delta} \mathbf{r} = (\Delta a, \Delta M, \Delta i, \Delta \omega, \Delta e, \Delta \Omega) \), and the relative position \( \mathbf{r} \) is given for arbitrarily eccentric orbits as
\[ x = \frac{r_c}{a_c} \Delta a + \frac{a_c e_c \sin f_c}{\eta_c} \Delta M - a_c \Delta e \cos f_c \]
\[ y = \frac{r_c}{\eta_c} (1 + e_c \cos f_c)^2 \Delta M + r_c \Delta \omega \]
\[ + \frac{r_c e_c \sin f_c}{\eta_c} (2 + e_c \cos f_c) \Delta e + r_c \Delta \Omega \cos i_c \]
\[ z = r_c (\Delta i \sin \theta_c - \Delta \Omega \cos \theta_c \sin i_c) \]

The true anomaly is given by \( f \), the quantity \( \theta = \omega + f \) is the true argument of latitude, and \( \eta = \sqrt{1 - e^2} \) is an alternative way of expressing the eccentricity. Additionally, the conic equation in the form
\[ r = \frac{a \eta^2}{1 + e \cos f} \]

is used to complete the mapping. The velocity components of this mapping can be obtained either by differentiating Eq. (B16) in the rotating chief RTN frame with respect to time or by rewriting the quasi-nonsingular OED in Eq. (B14) as functions of the classical Keplerian OED.

### B7. Linear Map from E/I-Vector Relative Orbital Element to Relative Position and Velocity

Using the ROE state based on the relative eccentricity and inclination vectors, \( \Delta \mathbf{r} = (\Delta a, \Delta \delta, \Delta e_c, \Delta e_i, \Delta i, \Delta \Omega)^T \), derive the linear mapping between \( \Delta \mathbf{r} \) and the relative position and velocity, \( (\mathbf{r}, \dot{\mathbf{r}})^T \), for near-circular orbits. Here, \( u = \omega + M \) is the mean argument of latitude:
\[ x/a_c = \Delta a - \Delta \delta \cos u_c - \Delta e_c \sin u_c \]
\[ y/a_c = -\Delta \delta \sin u_c + \Delta e_c \cos u_c \]
\[ z/a_c = \Delta i \sin u_c - \Delta \delta \cos u_c \]
\[ \dot{x}/a_c = \Delta e_i \sin u_c + \Delta \delta \cos u_c \]
\[ \dot{y}/a_c = -\Delta \delta \sin u_c + 2\Delta e_i \cos u_c + 2\Delta e_c \sin u_c \]
\[ \dot{z}/a_c = \Delta \delta \cos u_c + \Delta \delta \sin u_c \]

(B18)

Note that the relative position and velocity components on the left side of the equations can be interpreted either as rectilinear (or more accurately) as curvilinear quantities, and the velocity represents a derivative with respect to time taken in the rotating chief RTN frame.

### Acknowledgments

This work was supported as part of the U.S. Air Force Research Laboratory’s Control, Navigation, and Guidance for Autonomous Spacecraft project under contract FA9453-16-C-0029. The authors are thankful for their support. In addition, the authors would like to thank Ashley Biria as well as S. A. Schweighart, K. T. Alfriend, and H. Yan for providing validation code to support the implementation of their respective dynamics models for the assessment.

### References


